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A. Dataset Statistics

In this section, we provide the further details of the
dataset statistics.
The description length.
We first analyze the description length (i.e., the number of
words in a description). Figure 1 shows the distribution of
the number of words in a description. We can see that our
dataset contains various lengths of descriptions. The aver-
age length of descriptions in our dataset is 13.1. We also
show the comparison of the average description length of
our dataset to those of other datasets in Table 1. ReferIt [7]
and Google RefExp [12] are the datasets of referring ex-
pressions, each of which is true of only a single region in an
image. The descriptions in VisualGenome [10], MSR-VTT
[20] and MSCOCO [2] focus on regions in images, whole
images and videos, respectively. Even though a description
in our dataset focuses on a single person, the average de-
scription length of our dataset is larger than not only those
of the datasets of which descriptions focus on regions in
images, but also those of the datasets of which descriptions
focus on the whole images or videos. This implies that the
descriptions in our dataset tend to contain more detailed in-
formation than those in other datasets.
The number of annotated people in a clip.
Figure 2 shows the distribution of the number of people who
are annotated with bounding boxes and descriptions in a
single clip. While many clips contain only one annotated
person, some clips contain multiple annotated people.
The number of occurrences of each high-frequency
word.
Figure 4 shows the number of occurrences of the most fre-
quently occurring words (Stop words are excluded). We
can see that high-frequency words involve various types of
words such as colors, actions, clothes and places.

Figure 5 shows the comparison of frequencies of words
in Figure 4 between our dataset and VisualGenome. While
the frequencies of words describing colors (e.g. black,
white, blue and red) and people (e.g. man, woman, girl and
boy) in our dataset are close to those in VisualGenome, the
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Figure 1. A distribution of the number of words in a description.
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Figure 2. A distribution of the number of people who are annotated
with bounding boxes in a clip.

frequencies of words describing some actions (e.g. playing,
performs, performing, dancing, using, jump and wrestling)
in our dataset are much higher than those in VisualGenome.

Comparison to the dataset in [11].
Table 2 shows the comparison of our dataset to the dataset
used in [11]. In terms of the number of clips, objects / peo-
ple, and descriptions, and the average length of descriptions,
our dataset outperforms the one used in [11].



Dataset Type of descriptions The average length
ReferIt [7] Referring expressions 3.6
LSMDC 16 [16] Video descriptions 4.1
VisualGenome [10] Descriptions of regions in images 5
Google RefExp [12] Referring expressions 8.4
MSR-VTT [20] Video descriptions 9.3
MSCOCO (train & val) [2] Image descriptions 10.5
Ours Descriptions of people in videos 13.1

Table 1. Comparison of the average description lengths among datasets.

#Clip Average clip length #Object/Person #Description Average description length Data source
[11] 21 381 frames 1,068 443 7.9 KITTI [4]
Ours 5,293 260 frames 6,073 30,365 13.1 ActivityNet [1]

Table 2. Comparison of our dataset to the dataset used in [11]. Since some descriptions in [11] describe multiple objects, the number of
objects annotated with descriptions is larger than that of descriptions.

B. Settings of retrieval methods

In this section, we describe the settings of DSPE and
DSPE++ used in Section 5, Section C.1 and Section C.2.

For both DSPE and DSPE++, we set α1 = 2, α2 = 0,
α3 = 0.2 and m = 0.9. For DSPE++, we set α4 = 50. For
training models, we use SGD with mini-batches of 1500
pairs, momentum of 0.9 and weight decay of 0.0005. We
train models for 600 iterations. We use a learning rate 0.01
for the first 500 iterations, and we use a learning rate 0.001
for the remaining 100 iterations. For early stopping, we
test models on the validation dataset after every epoch, and
choose the best one for computing the accuracy on the test
dataset.

We implemented DSPE and DSPE++ using
Chainer [18], in which GRU is implemented.

C. Additional Experiments

C.1. Comparison of Text Features

In this section, we discuss the experiments to compare
three types of text features. In these experiments, we use
mean pooling and DSPE++ for pooling segment-level fea-
tures and retrieval, respectively. We compare the three fol-
lowing types of text features:
FV based on HGLMM. The first one is FV based on
HGLMM [9]. To compute the FVs based on HGLMM, we
first apply Independent Component Analysis (ICA) for 300-
dimensional word2vec vectors1 [14] and train an HGLMM
with 30 centers using ICA-applied word vectors. Next, we
compute the FVs of descriptions using the learned HGLMM
and apply power and L2 normalizations to them. We also
apply PCA to them, as we obtained higher retrieval accu-
racy than when using the original FVs. We set the number

1https://code.google.com/archive/p/word2vec/

of dimensions after reduction to 1,000 based on the results
obtained in the validation dataset.
Skip-thought vectors. The second one is skip-thought vec-
tors [8]. To extract skip-thought vectors, we use the model
provided by the authors2. As with the case using FV, we
reduce the features to 1000 dimensions by applying PCA to
them.
Features encoded by GRU. As the third choice, we extract
text features h by encoding a given sentence using GRU
trained from scratch. Specifically, given a sequence of N
words in one-hot form w1, w2, ..., wN , we extract its text
features h = hN by iterating the following operation from
k = 1 to k = N :

xemb
k = Wembwk, (1)

r = σ(Wrx
emb
k + Urhk−1), (2)

z = σ(Wzx
emb
k + Uzhk−1), (3)

h = tanh(Whx
emb
k + Uh(hk−1 ⊙ r)), (4)

hk = (1− z)⊙ hk−1 + z ⊙ h, (5)

where h0 = 0. In the following, we call this feature extrac-
tion method as GRU encoding. When using GRU encoding,
we train a GRU module for feature extraction and embed-
dings for retrieval simultaneously on the training dataset.
We set the dimension of a word vector xemb

k and a hidden
state hk as 300 and 256, respectively.

In principle, GRU encoding is close to the feature ex-
traction process of skip-thought vectors. However, these
are different in that a GRU module for GRU encoding is
trained from scratch on our dataset in a supervised manner,
while GRU modules in skip-thought vectors are trained on
another large-scale dataset in an unsupervised manner.

2https://github.com/ryankiros/skip-thoughts



Text Features R@1 R@5 R@10
FV 0.357 0.702 0.795

Skipthought Vector 0.276 0.623 0.744
GRU encoding 0.286 0.610 0.741

FV + Skipthought Vector 0.352 0.682 0.781
FV + GRU encoding 0.352 0.669 0.776

Table 3. Performance comparison of text features.

The results are shown in Table 3. In all metrics, using
FV achieves higher accuracy than using skip-thought vec-
tors or features obtained by GRU encoding. We also con-
duct experiments using features obtained by concatenating
FV with skip-thought vectors (FV + Skipthought Vectors),
or concatenating FV with features obtained by GRU encod-
ing (FV + GRU encoding), but using FV alone achieves the
highest accuracy.

C.2. Comparison of Feature Aggregation

In this section, we discuss the experiments to compare
three feature aggregation methods. In these experiments,
we use FV based on HGLMM as text features, and use
DSPE++ for retrieval. In the following, a sequence of
segment-level features is denoted by x1, x2, ..., xN , and the
aggregated feature vector is denoted by h. We compare the
three following aggregation methods:
Mean Pooling. The first one is mean pooling, which en-
codes features as follows:

h =
1

N

N∑
i

xi. (6)

Max Pooling. The second one is max pooling, which en-
codes features as follows:

h = max(x1, x2, . . . , xN ). (7)

Aggregation with GRU. As the third choice, we encode
a sequence of features using GRU. More specifically, we
obtain the aggregated features h = hN by iterating the fol-
lowing operation from k = 1 to k = N :

r = σ(Wrxk + Urhk−1), (8)

z = σ(Wzxk + Uzhk−1), (9)

h = tanh(Whxk + Uh(hk−1 ⊙ r)), (10)

hk = (1− z)⊙ hk−1 + z ⊙ h, (11)

where h0 = 0. As with Section C.1, we also refer to this
strategy as GRU encoding. When using GRU encoding, we
train a GRU module for encoding and embeddings for re-
trieval simultaneously on the training dataset. We set the
dimension of a hidden state hk as 512.

Feature Aggregation Strategy R@1 R@5 R@10
Mean 0.357 0.702 0.795
Max 0.326 0.667 0.762

GRU encoding 0.277 0.584 0.684
Mean + Max 0.355 0.702 0.798

Mean + GRU encoding 0.357 0.692 0.791

Table 4. Performance comparison of feature encoding methods.

α4 R@1 R@5 R@10
0 0.347 0.687 0.783

5.0 0.359 0.684 0.779
50.0 0.357 0.702 0.795
500.0 0.076 0.254 0.380

Table 5. Comparison of α4 in DSPE++.

The results of experiments are shown in Table 4. In all
metrics, using mean pooling achieves the highest accuracy
among three aggregation methods. We also conduct exper-
iments using the combinations of mean pooling and max
pooling, or mean pooling and GRU encoding, but no strat-
egy outperforms mean pooling in all of three metrics. This
result suggests that the information of the maximum, or the
order of features used in this experiment is relatively less
discriminative compared to the mean of features in this task.

C.3. Comparison of α4 in DSPE++

We show the comparison of α4 in DSPE++ in Table 5.

C.4. DSPE++ on ImageSentence Retrieval

In this section, we discuss the experiments to compare
DSPE and DSPE++ on image-sentence retrieval.
Settings. We conduct experiments on Flickr8k [6] and
Flickr30k [21]. Flickr8k and Flickr30k consist of 8,000 and
31,783 images, respectively. In both datasets, five descrip-
tions are annotated to each image. For Flickr8k, we use the
standard dataset partition. For Flickr30k, we use the dataset
partition used by [13]3. The numbers of training and test-
ing images in Flickr8k are 6,000 and 1,000, respectively.
The numbers of training and testing images in Flickr30k
are 29,783 and 1,000, respectively.

To extract image and text features, we follow the process
in [19]. To extract image features, we use the outputs from
the fc7 layer in the VGG-16 layer net [17] pretrained on
ImageNet [3]. We crop a given image in 10 ways and use
the means of the features extracted from the 10 cropped re-
gions as features for the image. The process of text feature
extraction is explained in Section 4.3.2. We set the number
of dimensions after dimension reduction to 6,000.

To embed features of both modalities into a common
3http://www.stat.ucla.edu/ junhua.mao/attachments/

flickr30K train val test img list.zip



space, we use the network architecture shown in Table 2
in the main paper. For both DSPE and DSPE++, we set
α1 = 2, α2 = 0, α3 = 0.2. We set the margin m as 0.1 or
0.9. For DSPE++, we set α4 = 10.

To train models, we follow the training process in [19].
We use SGD with mini-batches of 1500 pairs, momentum
of 0.9 and weight decay of 0.0005. We start training with
a learning rate of 0.1, and decay it by 0.1 after every ten
epochs. For testing, we use models obtained right after 30
epochs.

For these experiments, we use the code provided by the
authors of [19]4.

Results. The results are shown in Table 6. In Flickr8k,
DSPE++ (m = 0.9) outperforms the others in five out of
six metrics. This result suggests the effectiveness of using
the proposed loss in Flickr8k. In contrast, DSPE (m = 0.1)
outperforms the others in all metrics in Flickr30k. From
these results, it can be concluded that DSPE++ works bet-
ter than DSPE in most datasets including our dataset and
Flickr8k, while it does not do so in other datasets including
Flickr30k. Considering that the loss of DSPE is the special
case of that of DSPE++ (namely, the case setting α4 = 0
in the loss of DSPE++), to obtain high retrieval accuracy,
DSPE++ rather than DSPE should be used while tuning the
hyperparameter α4 of DSPE++ on the validation dataset.

D. Recall Rate of Ground-truth Tubes

We show the recall-rate curve of ground-truth tubes in
the validation dataset in Figure 3.
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Figure 3. Recall rate of ground-truth tubes on the validation
dataset.

4https://dl.dropboxusercontent.com/u/17926179/
embedding/embedding.htm

E. Retrieved Examples

Examples of correctly retrieved people are shown in Fig-
ure 6. Further examples that are randomly chosen are shown
in Figure 7 and Figure 8.

F. Action Detection on UCF Sports

In this section, we discuss the quantitative experiment
of spatio-temporal action detection using our model. As
explained in Section 5.3.2, we conduct the experiment on
the UCF Sports dataset [15], which consists of 150 video
clips with 10 action classes.

F.1. Settings

In this experiment, we detect tubes suitable for each ac-
tion by just inputting the action category name to our model,
which is trained on our dataset. We set the number of can-
didate tubes Nc = 200. We use FV based on HGLMM as
the text features, and DSPE++ for retrieval. We use Aver-
age Precision (AP) as the evaluation metric. When comput-
ing AP, we assume dttube is the true positive of gttube in
the case that the localization score Sloc(gttube, dttube) ex-
plained in Section 5.1 is over 0.5.

F.2. Results

Table 7 shows the result. Even though our model is
trained without data in the UCF Sports dataset, the results of
some classes are rather encouraging (e.g., 0.840 for “Lift-
ing” and 0.435 for “Riding Horse”). These results suggest
the versatility of our model.

However, the average precisions of some action classes
are relatively low (e.g., 0.031 for “Swing Side”). This is
considered to be due to the low specificity of each category
name for its actual examples in the UCF Sports dataset.

In Table 7, we also show the detection results in [5]. Note
that we cannot fairly compare the results in UCF Sports
with other works including [5] since other works usually
split the dataset into train/test and train models using the
training part, while in our setting we use all videos as the
test dataset and use no videos in this dataset for training.
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Figure 4. The numbers of occurrences of the top-100 most fre-
quently occurring words. We exclude stop words.
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Figure 5. Comparison of the frequencies of the words in Figure 4
between our dataset and VisualGenome [10]. We exclude stop
words. This figure is best viewed in color.



Figure 6. Examples of correctly retrieved people. The blue and green bounding boxes are the ground truth and the top-1 retrieved results,
respectively. Note that the search space consists of 283 video clips and its total duration is 45.5 minutes. We show five frames for each
example.



Figure 7. Randomly chosen examples. We show top-3 retrieved results for each description. The blue and green bounding boxes are the
ground truth and the retrieved results, respectively.



Figure 8. Randomly chosen examples. We show top-3 retrieved results for each description. The blue and green bounding boxes are the
ground truth and the retrieved results, respectively.


